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=xJG{ü(Molecular	Dynamics;	MD)

n ŁxƴǲĨ�$ĝGȇŸľǠǍȮɅɐȫɎǲƤJËĵ�ȇ
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-15 -12 -9 -6 -3 0 log10t
fs ps ns µs ms s

Folding

�ñëƢpK ëƢœ`
=xǲ¼J

ȤɎȳȖƎǲS©

Ribosome6

(~2x106)

~2010

BPTI 1

(~6x102)

1983
HP362

(~104)

1. Brooks et.al, PNAS,80,pp6571-
6575 (1983)

2. Duan et al., Science,282, 
pp740-3744 (1998)

3. de Groot et al., Science,294, 
pp2353-2357 (2001)

4. Shaw et al., Science,330, 
pp341-346 (2010)

5. Piana et al., PNAS,110, 
pp5915–5920 (2013)

6. Whitford et al., PLOS Comput. 

Biol., 9, e1003003 (2013)
7. Zhao et al., Nature, 497, pp643-

646 (2013)
8. Clementi et al.. JMB, 298, pp 

937-953 (2000)
9. Yao et al., Nature Comm. 1:117 

(2010)
10. Yao et al., JACS, 135, pp7474-

7485 (2013) 

AQP13

(~105)

2000 BPTI 4, Ubiquitin 5

(~2x104)

ȤɎȳȖƎ

ȤɎȳȖƎ
ɔõ

şȤɎȳȖƎ
ɔõɔş=x

Ƒ�s
Ĝ"=x
ɔĊw

size

time

Folding of 
Globular proteins8

3PxɃȪɊ
()ǳPxÈ

łųKɃȪɊ

Drug export 
from AcrB9, 10

HIV-1 capsid7

(~6.5x107)

5



6

Ċw(õǲɃȪɊ)ȇ]ǽǬ3ƫǭÈ�Px
^ÙmĠÞ�ǭŸľ

7hĥǰȝɀɅɋɐȝɇɎń



7

^ÙmĠÞ�

Ŭǂļǲ ǃȇ¾ƷǠǬǍȲɊȖǲªƎȇî+ǡȄ
ȫȾɌȞɐĥǱǳ3ñ/ȫɐɈȟ(ñȻɐȞ)



8

�Žɘ�ñ/^ÙmĠÞ�ǲȫȾɌȞɐǳȫɐɈȟ

±Ǐǘ Ǽ�Ġ ȬɈȖȏǲ�Ġ
(�ñ/^ÙmĠÞ�)

http://www.ton.scphys.kyoto-u.ac.jp/~michikaz/crazy/rpgmap.html



9

MDǭ¥ȂȅȄȤɎȳȖƎǲJǙǲ7h&

Y.	Matsunaga	and	Y.	Sugita,	in	preparation
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Interaction Example Typical distance Energy

Covalent bond 1.5 Å ~ 100 kcal/mol

Salt bridge 3.0 Å ~ – 4.0 kcal/mol 
(in water)

Hydrogen bond 3.0 Å ~ – 1.0 kcal/mol 
(in water)

van der Waals 3.5 Å ~ – 0.1 kcal/mol 
(in water)

Electrostatic various
Depend on 

distance and 
environment
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V r( ) = kb ri,i+1 − r0( )2
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Bonded	interactions

O(N)	interactions

Bottleneck
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• Bond	stretching	term

• Angle	bending	term

• Torsion	term
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The	number	of	pairs	examined	in	the	bonded	interaction	terms	grows	only	linearly	with	

number	of	atoms,	O(N).

(Kb;		force	constant,	r;	bond	length,	
r
0
;	equilibrium	bond	length)

(Kθ;		force	constant,	θ;	bond	angle,	
θ
0
;	equilibrium	bond	angle)

(Kφ;		force	constant,	φ;	torsion	angle,	
n;	multiplicity,	γ;	phase)
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• van	der	Waals	term

• Electrostatic	term
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The	number	of	pairs	examined	in	the	non-bonded	interaction	terms	grows	

quadratically with	number	of	atoms,	O(N2).

Unlike	the	van	der	Waals	interaction,	the	electrostatic	term	is	

long-range	interaction!

(Aij and	Bij;		force	constants,	
rij;	distance	between	atoms	i and	j)

(qi and	qj;		atomic	charges	of	atoms	i
and	j,	respectively,	ε;	dielectric	
constant,	rij;	distance	between	atoms	i
and	j)
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ƾÇĥǰƿŦ

�¬ĥǰƿŦ=�
ǲ�2

Frenkel &	Schmit,	“Understanding	Molecular	Simulation”

ƾÇĥǰƿŦ=�ȇµǨĂǡċȂǗǰ�¬ƿŦ=�ȇ�2ǡȄǝǮǱȁȃǍ
ȖɐɌɎĨ�$ĝȇ2ǪǱ=ǜȄ

Direct	part

(ƧǓƿŦǲ ǃǳµǨĂ
ǟȅǬǓȄǍcutoffǭŶǛ)

Smooth	part

(ċȂǗǰƿŦ=�ǲǻzeǎ
ɂȧȝɅǭƛ�ǠǬ3D-FFTǭŶǛ)
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Non-bonded	interactionsȇIęȁǛŸľǡȄǦ
ǽǲ�tɘ Ewald	summation



Cutoff	ƔƾȇŻ~ǠǬǍǤǲƔƾ�8ǲPxȻȊǱǪǓǬŸľǡȄ

	?KËü
Px=E (atom	decomposition)

�ǽǀĥǱPxȇYȰɐȬǱEȃ¼Ȅ
ǅi=E (domain	decomposition)

PxǲzeǡȄl³ǱȁǩǬȰɐȬǷEȃ¼Ȅ
→Cutoff8ǲPxǘƛǛǲȰɐȬǱzeǡȄǦǽǍ	?Kǲ
ȳȷȐɐȿɎȟǘţǓWIREs Computational Molecular Science Algorithm improvements for molecular dynamics simulations

FIGURE 5 | Example of actual load balancing between cores in two-dimensional (last dimension not shown). Some domains are smaller and
others bigger to compensate for workload differences. For this case, the protein is significantly more expensive to calculate than the surrounding
lipids, and the water around the membrane cheapest (not shown). Although the figure shows a cubic unit cell, the same principle applies to general
triclinic cells.

dynamics should only be considered for simplified
models with fixed bonds and angles. Instead, the
most commonly used way of applying constraints is
to perform a free update step and subsequently cor-
recting for the constraints by using algorithms typ-
ically derived by applying Lagrange multipliers. The
most widespread algorithm is SHAKE,55 which is also
the one of the oldest and simplest implementation.
SHAKE iterates over all bonds in the system and re-
sets the bond length by displacing the atoms along the
old bond directions. The efficiency can be somewhat
improved by using successive over-relaxation.56 The
efficiency can be improved significantly through an
inversion of a good approximation of the Jacobian
matrix. MILCHSHAKE57 and CCMA58 are based on
this approximation.

In a leap-frog integrator, this is all that is
required. The velocities can be constrained by

recalculating them from the position differences, but
using the Lagrange multipliers is more accurate.59

With the velocity Verlet integrator, the velocities
need to be constrained explicitly and the SHAKE
equivalent used for this is called RATTLE.60 For
small molecules, an exact solution of the nonlinear
constraint equations can be cheaper (and more accu-
rate) than SHAKE; for the ubiquitous solvent wa-
ter, the SETTLE algorithm61 is a popular choice.
M-SHAKE62 shows that Newton’s method for inver-
sion can be faster than SHAKE for small molecules
and P-SHAKE63 improves on this using a precondi-
tioner.

Due to its iterative nature, SHAKE does not
lend itself well to parallelization, unless used only for
bonds involving hydrogens (for which the SHAKE
blocks can be made local). A good alternative
for global constraints is the more complex LINCS

Volume 1, January /February 2011 99c⃝ 2011 John Wi ley & Sons , L td .

ǅi=Eǲ&

Larsson,	et	al.,	WIREs (2011)
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• Particle	Mesh	Ewaldü(Darden,	et	al.,	JCP (1993))ȇ%ǩǬ3D-FFTǱȁ
ȃŶǛǲǘȟȤɎȥɐȬ

• ƿŦ=�ȇɂȧȝɅ�ǭƛ�ǠǬ3D	FFTǡȄËü
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ǠǗǠǍ�ŢǱ3D-FFTǳtransposeǲƻǲ
Ơ(ƮǘsǙǛǍ	?KǱ\ǗǰǓ

• ǤǝǭǍreal-space	poisson solverȇ%ǔäŊǻǘÄæǟȅǬǓȄǎ
(real-space	Gaussian	Split	EwaldüǍShan	et	al.,	JCP (2005))

• Multigridü(ƹ�ĥǰȗɉȧȬȇ%ǩǬimplicitǱŶǛËüǍTÝǘÎǓ)ǘ%ǕǤǔ
ǧǘǍƧǓȰɐȬǮǲƠ(ȇ¨ŰǮǡȄǲǭȫɐɈȟȯȧȫɍɐȖǱ�\Ǚǎ

• ǺǧîŇ
ǎ 16

Smooth	partǲŸľü



�Ìǲ8�

n 10:00	– 11:30	Ƈř
• Ĝ"=xǲ=xJG{Ÿľ
• GENESISǲŉ�

• �ŚǱ¨ŰǰěƆǲƁÏ

n ǖÑ�®ɒ90=ɓ

n 13:00	– 16:00	�Ś
• GENESISǲșɎȳȌɊ

• �Ū&(1)	=xJG{üŸľ

• GENESISǲȫɈȸɊȝɅɐȩȋɎȗ

• �Ū&(2)	ɋȹɉȒ�Å=xJG{üŸľǮšğȏȯɊȕɐŸľ

17



http://www.aics.riken.jp/labs/cbrt/
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Generalized	Ensemble	Simulation	Systems	(GENESIS)

n Ĝ"ńǱǖǓǬǍIęĥǭŃ�ǲţǓšğȏȯɊȕɐŸľ
´üǲƳĤǘĦĥ

n ǉ	?Ÿľ -�șɎȶɅɐȤǰǯǭǲƑ	?ŸľǘWŝ
ɒǦǧǠǍÓƠǲPCȖɈȟȤǭǾJǙǺǡɓ

n �sǰĜ"ńǾWŝ

n 3PxɃȪɊǲǻǭǰǛǍłųKɃȪɊļĢǰȄ=xɃȪ
ɊǷǾ©ĝǭǙȄȊɊȚɉȠɁȇÀĝ

n ɋȹɉȒ�Åüɒ¹�ȊɎțɎȸɊüǲ�ǪɓǱȁȄ
šğȏȯɊȕɐŸľǾWŝ 19



n ƳĤȦɐɁ
Ÿľı{Ĭĸïë(AICS),	ŁxńĜĔĔěĬĸȦɐɁ

ȹɌȞȎȖȫɉɐȥɐɘ ÛĞØú

�ƳĤŜɘ ƬƘƤǍèƌúǍ�âMťǍàö�!Ǎ|Ũåoɒěı
sɓǍİƊjXǍ'ĞƸtɒƲĀȲȌȑsɓǍMichael	Feig

ɒɀȝȓɎ�ĺsɓ

4ƳȲɐȞɇɎ ɘVer.	1.1.0

n QśÉĘ
J.	Jung,	T.	Mori,	C.	Kobayashi,	Y.	Matsunaga,	T.	Yoda,	M.	Feig,	and	Y.	Sugita,WIREs	
Comput.	Mol.	Sci.,	5,	310-323	(2015).

n aǓZȆǣ0
genesis@riken.jp
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GENESISǲǉơKɏǉ	?K

n ÖǾÒƴǲǗǗȄǁŌZĨ�$ĝŸľȇǉơKǡȄǦǽ
GENESISǭǳ�ǲȊɊȚɉȠɁȇÊŲǱƳĤ

– Inverse	lookup	table	approach (ƛƔƾĨ�$ĝŸľǲǉơKɓ

(Jung	et	al.,	J.	Comput.	Chem.,	34:2412–2420	(2013))

– Midpoint	cell	methods (ƛɏƲƔƾĨ�$ĝŸľǲǉ	?Kɓ

(Jung	et	al.,	J.	Comput.	Chem.,	35:1064–1072	(2014))

– Parallelization	of	FFT (ƲƔƾĨ�$ĝŸľǲǉ	?Kɓ

(Jung	et	al.,	Comp.	Phys.	Comm.,	200:	57-65	(2016))

– GPGPUK (NEW	in	version	1.1.0ɓ

(Jung	et	al.,	J.	Chem.	Theory	Comput.,	12:	4947-4958	(2016))

n �ǱǾȫɈȞȎȖȫɉǰǯǲÕǙ<ǠɏƂǻƚǻȇǉơKǡȄ
Ǧǽ	?I/OȟȔɐɁȇėšǱºǪ

21



Inverse	lookup	tableü

n ƛƔƾĨ�$ĝǳƔƾǲƵÈǭǒȄǦǽǍȒȧȫȑȷƲǺǭǲƔƾǲ�
ŬĎǭǲĨ�$ĝǲ,ȇŸľǍɂɃɉ(table)Ǳź¯ǠǬǖǛǎ

n ¤ßǲËüǭǳr
2ǲŒ�ƵÈǍɖñƵÈǭ8½ǠǬǓǦĔȇǍGENESISǭ

ǳ1/r
2ǲŒ�ƵÈǭ8½ǠǍǉơǭŃ�ǲţǓŸľȇWŝǮǡȄ
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¤ßǲËü GENESISǲËü

r

ɂɃɉǱźưǟȅǬ
ǓȄĨ�$ĝ,

Jung	et	al.,	J.	Comput.	Chem.,	34:2412–2420,	(2013)
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Midpoint	cell	ü

n ȬɂȌɎ=EüɒǹǮȈǯǲMDȹɌȗɈɁǭÀĝɓ

• ń3"ȇȒȧȫȑȷƲȁȃƲǓ�ƙȇǾǪȡɊǭL>
Ȅ

• ȏȯɊȕɐŸľǳƼÂǲboxǲǻȇśǕȅǴȁǓ
(ǊŤǲȡɊ8ǲPxǲĨ�$ĝǳǊǮőǲȡɊ8
ǲPxǲǻȇȒȍɎȫǡȅǴȁǓɓ

• Ơ(bÈǘĄ�ǟȅȄǦǽǍ	?�ǘţǛǰȄ

• ȬɂȌɎ=EüǭĢǰȄȡɊƴǲĨ�$ĝŸľȇǯ
ǲCPUșȊǱEȃ¼ȄǗǘ	?�ǱƭŰǰaǇǱǰ
Ȅ

Jung	et	al.,	J.	Comput.	Chem.,	35:1064–1072,	(2014)

0 7

6356

Midpointü1 Midpoint	cellün Midpoint	cellü

• ¤ßǲmidpointüǭǳǍɕǪǲPxǲ

ƴfĎǲȡɊȇVǜºǪșȊǘŸľǡȄ

• ǤȅǥȅǲPxǘzeǡȄ�ǪǲȡɊ
ɒɗ,	10ǮǡȄɓǲ
ƴǲȡɊɒ7,11ǲǯǨ
ȂǗɓȇVǜºǪșȊǘŸľȇ·�ǡȄ

• Ơ(bÈǘĄ�ǟȅȄǦǽǍ	?�ǘţ
ǛǰȄ

1	KJ.	Bowers	et	al,	JCP	124,	184109	(2006) 23



Advanced Review wires.wiley.com/wcms

Construct vsites Calculate forces Redistribute forces Integrate x/v

FIGURE 3 | Removing hydrogen angle vibrations in an NH3 group
using virtual interaction sites. Two dummy masses (in yellow) are
required to preserve the rotational degree of freedom of the NH3

group. The virtual site construction and force redistribution itself
conserves energy perfectly, since it uses analytic derivative chain rules.
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FIGURE 4 | The communication volume of three spatial
decomposition methods in two-dimensional where the cutoff distance
(rc) is smaller than the domain size.

future work due to hardware convergence; just as the
number of cores on CPUs keeps going up, GPUs are
becoming increasingly more general purpose. In par-
ticular, one interesting prospect is the possibility to
use interaction forms that are more expensive compu-
tationally, but offload these to the stream processors
with much higher floating-point performance.

INTEGRATION
For classical simulations with all-atom force fields,
the fastest motions are bond vibrations involving hy-
drogen atoms, followed by bond vibrations involving
only heavy atoms. The frequency of these motions is
several times higher than the time scales of the rest
of the interactions. Thus, a small step is required to
integrate all motions accurately, but that step updates
most motions much more frequently than necessary,
at extra cost. This can be avoided either by using
multiple time steps or by removing fast vibrations
completely.

Multiple Time Steps
Multiple time stepping (MTS) is an elegant way of re-
ducing the computational cost for a system with inter-
actions that fluctuate on different time scales by sim-
ply updating slowly fluctuating forces less frequently.

One should not simply keep slowly fluctuating forces
constant over several steps (which was often done
in the early days of MD), but properly use multiple
times steps in parallel. This can be done systemati-
cally using a Trotter decomposition, which leads to a
reversible and symplectic integrator.51 A typical setup
might be to use 1femtosecond steps for bond vibra-
tions, updating nonbonded interactions every second
step, and the long-range PME contribution every four
steps. The PME mesh forces, which form a large part
of the computational effort, are then updated every
4 femtosecond, which is roughly the same interval as
with the combined constraint/virtual-site approach.
NAMD8 is a good example of a package that fully
takes advantage of this for standard force fields. How-
ever, MTS is a completely general approach that can
be applied to any type of system with interactions
that fluctuate on different time scales; in particular,
coarse-grained representations might very well bene-
fit from this, although we have not yet seen it used
that way.

Constraints
The other option to avoid small steps is to use con-
straints. Because one is usually not interested in the
bond vibrations themselves, a larger time step can
be used if the distances are constrained. Moreover,
constraints are often considered a more faithful rep-
resentation of the physical behavior of bond vibra-
tions, which are almost exclusively in their vibrational
ground state. In addition, as long as just bonds are
constrained, there is little effect on the overall flexi-
bility of molecules. If changes in bond length are rel-
evant for the studied properties, ‘flexible constraints’
can be used to keep bonds or angles at the position
where the net force vanishes. A first approximative
algorithm was proposed by Zhou et al.,52 and the
general scheme later given by Hess et al.53

It is tempting to also constrain the angle vibra-
tion because these have about the same frequency
as bonds for hydrogens. However, constraining all
angles will have a large effect on the dynamics and
slows down dihedral transitions significantly due to
the rigidity of molecules. We will later show how such
vibrations can be removed in better ways without sig-
nificantly affecting other degrees of freedom.

Constraint dynamics can be performed in sev-
eral ways, for instance, in internal degrees of
freedom.54 Although this sound efficient at first, it
is computationally expensive in practice—the coordi-
nate transformations can even take more time than
the actual force calculation because most force field
terms are in Cartesian or distance space. Internal
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ticular, one interesting prospect is the possibility to
use interaction forms that are more expensive compu-
tationally, but offload these to the stream processors
with much higher floating-point performance.
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several times higher than the time scales of the rest
of the interactions. Thus, a small step is required to
integrate all motions accurately, but that step updates
most motions much more frequently than necessary,
at extra cost. This can be avoided either by using
multiple time steps or by removing fast vibrations
completely.
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Multiple time stepping (MTS) is an elegant way of re-
ducing the computational cost for a system with inter-
actions that fluctuate on different time scales by sim-
ply updating slowly fluctuating forces less frequently.

One should not simply keep slowly fluctuating forces
constant over several steps (which was often done
in the early days of MD), but properly use multiple
times steps in parallel. This can be done systemati-
cally using a Trotter decomposition, which leads to a
reversible and symplectic integrator.51 A typical setup
might be to use 1femtosecond steps for bond vibra-
tions, updating nonbonded interactions every second
step, and the long-range PME contribution every four
steps. The PME mesh forces, which form a large part
of the computational effort, are then updated every
4 femtosecond, which is roughly the same interval as
with the combined constraint/virtual-site approach.
NAMD8 is a good example of a package that fully
takes advantage of this for standard force fields. How-
ever, MTS is a completely general approach that can
be applied to any type of system with interactions
that fluctuate on different time scales; in particular,
coarse-grained representations might very well bene-
fit from this, although we have not yet seen it used
that way.

Constraints
The other option to avoid small steps is to use con-
straints. Because one is usually not interested in the
bond vibrations themselves, a larger time step can
be used if the distances are constrained. Moreover,
constraints are often considered a more faithful rep-
resentation of the physical behavior of bond vibra-
tions, which are almost exclusively in their vibrational
ground state. In addition, as long as just bonds are
constrained, there is little effect on the overall flexi-
bility of molecules. If changes in bond length are rel-
evant for the studied properties, ‘flexible constraints’
can be used to keep bonds or angles at the position
where the net force vanishes. A first approximative
algorithm was proposed by Zhou et al.,52 and the
general scheme later given by Hess et al.53

It is tempting to also constrain the angle vibra-
tion because these have about the same frequency
as bonds for hydrogens. However, constraining all
angles will have a large effect on the dynamics and
slows down dihedral transitions significantly due to
the rigidity of molecules. We will later show how such
vibrations can be removed in better ways without sig-
nificantly affecting other degrees of freedom.

Constraint dynamics can be performed in sev-
eral ways, for instance, in internal degrees of
freedom.54 Although this sound efficient at first, it
is computationally expensive in practice—the coordi-
nate transformations can even take more time than
the actual force calculation because most force field
terms are in Cartesian or distance space. Internal
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FIGURE 3 | Benchmark performance of MD simulations of (a) DHFR, (b) ApoA1, and (c) STMV on PC clusters, and (d) STMV, macromolecular
crowding systems consisting of (e) 11.7 million atoms and (f) 103.7 million atoms on K computer.

TABLE 1 Best Benchmark Performance (ns/day) of DHFR and ApoA1
on PC Clusters and STMV on K Computer

System DHFR ApoA1 STMV

SPDYN (PC) 95.78 (512, 81) 32.74 (512, 41) 3.88 (512, 41)

ATDYN (PC) 15.60 (512, 81) 3.50 (512, 161) —

NAMD (PC) 157.10 (512) 50.31 (512) 8.43 (512)

CHARMM(PC) 47.21 (128) 16.65 (512) 2.16 (512)

SPDYN (K) — — 39.17 (32,768)

NAMD (K) — — 9.18 (8,192)

Numbers in parentheses are number of CPU cores used to get the best
performance.
1Number of OpenMP threads used to get the best performance.

5005 metabolites, 23,049 ions, and 2,944,143 water
molecules are included in a 50× 50× 50 nm3 box, and
the resulting total number of atoms is 11,737,298
(11.7 million). In the second system, 103,708,785
atoms (103.7 million) with 1258 proteins, 284 RNAs,
31 ribosomes, 41,006 metabolites, 214,000 ions,
and 26,263,505 water molecules are included in a
105× 105×105 nm3 box. The systems were com-
posed to be biochemically consistent following a
metabolic network reconstruction. Molecular con-
centrations were estimated based on proteomic and
metabolomic data for Mycoplasma pneumoniae,91 the
closest relative of M. genitalium. Details of how the
model was constructed are provided in Ref. 92. The
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NAMD (K) — — 9.18 (8,192)

Numbers in parentheses are number of CPU cores used to get the best
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1Number of OpenMP threads used to get the best performance.

5005 metabolites, 23,049 ions, and 2,944,143 water
molecules are included in a 50× 50× 50 nm3 box, and
the resulting total number of atoms is 11,737,298
(11.7 million). In the second system, 103,708,785
atoms (103.7 million) with 1258 proteins, 284 RNAs,
31 ribosomes, 41,006 metabolites, 214,000 ions,
and 26,263,505 water molecules are included in a
105× 105×105 nm3 box. The systems were com-
posed to be biochemically consistent following a
metabolic network reconstruction. Molecular con-
centrations were estimated based on proteomic and
metabolomic data for Mycoplasma pneumoniae,91 the
closest relative of M. genitalium. Details of how the
model was constructed are provided in Ref. 92. The
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5005 metabolites, 23,049 ions, and 2,944,143 water
molecules are included in a 50× 50× 50 nm3 box, and
the resulting total number of atoms is 11,737,298
(11.7 million). In the second system, 103,708,785
atoms (103.7 million) with 1258 proteins, 284 RNAs,
31 ribosomes, 41,006 metabolites, 214,000 ions,
and 26,263,505 water molecules are included in a
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molecules are included in a 50× 50× 50 nm3 box, and
the resulting total number of atoms is 11,737,298
(11.7 million). In the second system, 103,708,785
atoms (103.7 million) with 1258 proteins, 284 RNAs,
31 ribosomes, 41,006 metabolites, 214,000 ions,
and 26,263,505 water molecules are included in a
105× 105×105 nm3 box. The systems were com-
posed to be biochemically consistent following a
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Animal	cell

Mycoplasma	genitalium

10	μm

300	nm

50	nm

Cytoplasm	of	Mycoplasma	genitalium
Model for	MD	simulation

#	of	atoms:	11,737,298

# of	macromolecules:	216	(43	types)

#	of	metabolites:	4,212	(89	types)

Conc.	:	298	mg/ml

Vol.	fraction:	0.315	(Calculated	by	3V	(Neil	etc,	2010))

I.	Yu,	T.	Mori,	T.	Ando,	R.	Harada,	J.	Jung,	Y.	Sugita,	and	M.	Feig,	Elife 5,	e19274	(2016).
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RP	(2) R50P	(1) GROL	(3) PYK	(2) IF2	(1) EFP	(2) FUSA	(3) APS0	(1) SERS	(1) LEPA	(1)

GAPA	(5) LYSS	(1) RR5	(1) ACKA(13) EFTU	(1) PTA	(4) FBA	(4) RIBF	(1) ENO	(13) TRXB	(1)

FOLD	(1) PGI	(5) METK	(1) MANB(3) UDK	(1) NOX	(20) RF	(1) TRNA	(2) ATRN(25) PGK	(18)

CDD	(1) ACK1	(1) PDHC(28) PDHA(11) PDHD(21) PDHB(4) FBA1	(1) YID2	(1) TIG	(2) CMK	(2)

ADK	(2) MTHF	(1) 1F1	(3)

List	of	macromolecules	in	the	system
name	(number)
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PO42	(161) GLBP	(29) GLAP	(3) RB5P	(1) CDP	(4) DAMP	(2) PCYS	(21) PPHE	(2) water

(2,944,143)

Na
+
(1,505)

Cl
-
(3,76)

K
+
(20,792)

Mg
2+
(376)

PO41	(194) DHAP	(7) GLCO	(7) SAHC( 29) CMP	(25) DATP PGLN	(290) PPRO	(28)

POP	(30) FR6P	(8) HCYS	(25) SAMT	(13) CTP	(142) DGTP	(6) PGLU	(157) PSER	(5) ADP(17)

AMM1 (1) FAD	(15) NAD	(175) UDGL	(5) GDP	(6) TDP	(28) PGLY	(60) PTHR	(13) GTP(334)

H2O2	 (1) FRBP	(28) NDPH	(6) UDPG	(34) GMP	 (1) TMP	(3) PHSE	(9) PTPF	(3) DCDP	 (1)

GL3P	(76) FMN	(4) PYRP	(7) UDGF	(7) GUN	(10) TTP	(6) PHSD	(4) PTYR	(1) NUSC (1)

ACET	(63) FOR	A	(14) PRPP	(7) DRB1	(1) UDP	(134) PALA	(162) PILE	(17) SPMD(80) DCTP (1)

ADPG	(1) GL1P	(140) PYRV	(8) AMP	(13) UMP	(6) PARG	(43) PLEU	(18) ETOH(116) DGDP (1)

COA	(165) GOLP(	16) RB1P	(6) ATP	(673) RNUU	(145) PASN	(42) PLYS (23) ACTP(73) DGMP(3)

ACOA	(38) GL6P	(7) DRB5	(2) CYN	(2) UTP	(612) PASP	(144) PMET	(17) RBFL(4) PVAL(162)

name	(number)
List	of	metabolites	(�ƈĔƎ)	in	the	system
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‒ ATDYN (ATomic decomposition	DYNamics simulator):	

• atomic	decompositionȇ%ĝ

• łųKɃȪɊɒCa-GO,	all	atom	GO)ǘŸľWŝ

• ȆǗȃÐǓșɐȬǭɆɐȜǱȁȄƳĤWŝ
‒ SPDYN	(SPatial decomposition	DYNamics simulator):

• domain	decompositionȇ%ĝ

• Ƒ	?ɏǉơǰɊɐȦɎ (Midpoint	cell/3ñ/=EFFT/	? I/Oɓ

�ŚǭǳǝǨȂȇ
%ĝ

ĕ¦ ATDYN SPDYN

ȝȟȩɁǲ=Eü Px=E ȬɂȌɎ=E

New	lookup	table ǌ ǌ

ɋȹɉȒ�Åü ǌ ǌ

łųKɃȪɊ ǌ ǋ

3ñ/=EFFT ǋ ǌ

	?I/O ǋ ǌ

r-RESPA (1.1.0) ǋ ǌ 31



n ATDYN/SPDYN5Ơ

• ÖƨK

² Steepest	Decentü

• Integrator

² Leapfrog

² Velocity	Verlet

• ȊɎțɎȸɊ

² NVE

² NVT

– Langevin

– Bussi

– Berendsen

² NPT

– Langevin Piston

– Bussi

– (Isotropy	of	Simulation	box:

Isotropic,	Semi-iso,	An-iso,	

XY-fixed)

• ¸ÝŸľ(constraint)

² SHAKE	(Leapfrog)

² RATTLE	(Velocity	Verlet)

² SETTLE

• FFT	(PME)

²FFTE

• Restraint	functions

²Position

²Bond

²Angle

²Dihedral	angle

²RMSD

• REMD/REUS

• String	method

GENESISǲ8�Ĕɒ2ɓ
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GENESISǲ8�Ĕɒ3ɓ

n Ǥǲ�ŶáȨɐɊ

• ȫɈȞȎȖȫɉpÅɒtrjcnvɓ

² crd_convert

² pcrd_convertɒ	?I/OĝŸľĝɓ

² remd_convertɒREMDŸľĝɓ

• ȫɈȞȎȖȫɉŶáɒtrjanaɓ

²mbar_analysis

² pathcv_analysis

² pmf_analysis

² gval_analysis

² rmsd_analysisɒRMSDǍRMSFɓ

² trj_analysisɒƔƾǍŵ�ǰǯɓ

² wham_analysis

• ɉȟȤɐȫȷȉȌɊpÅɒrstcnvɓ

² rst_convert

² rst_upgrade

• PCAŶáɒpcaanaɓ

² avecrd_analysis

² eigmat_analysis

² flccrd_analysis

² prjcrd_analysis

• S©ŋƕÁŇƵƣ
ɒrpath_generatorɓ

• Ŷá5Ơɒlibanaɓ
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ǝȅȂȇ%ǩǬǭǙȄǝǮ (&1)
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Ơ�ǲMDȝɀɅɋɐȝɇɎ

õĊªȤɎȳȖƎ şȤɎȳȖƎ łųKɃȪɊ

ȼɐɁȻɐȞǱȦɅɐȫɉȊɊǘǒȄ
http://www.aics.riken.jp/labs/cbrt/tutorial/basic_md_tutorials/



ǝȅȂȇ%ǩǬǭǙȄǝǮ (&2)
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ɋȹɉȒ�ÅüǱȁȄIęĥǰțɎȹɉɎȗǮ¥ȂȅǦȪɐȤŶá

ą�ɋȹɉȒ�Åü
ȾȩɎȝɄɊ(ȊɎȸɋɈ)
ɋȹɉȒ�Åü

ȼɐɁȻɐȞǱȦɅɐȫɉȊɊǘǒȄ
http://www.aics.riken.jp/labs/cbrt/tutorial/remd-tutorials/



ǝȅȂȇ%ǩǬǭǙȄǝǮ (&3)
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	?I/OǱȁȄ�sǰȝȟȩɁǲMD
ëƢpKǲȳȟȍȎȌÁŇ

ȼɐɁȻɐȞǱȦɅɐȫɉȊɊǘǒȄ
http://www.aics.riken.jp/labs/cbrt/tutorial/advanced_md_tutorials/



�Ìǲ8�

n 10:00	– 11:30	Ƈř
• Ĝ"=xǲ=xJG{Ÿľ
• GENESISǲŉ�

• �ŚǱ¨ŰǰěƆǲƁÏ

n ǖÑ�®ɒ90=ɓ

n 13:00	– 16:00	�Ś
• GENESISǲșɎȳȌɊ

• �Ū&(1)	=xJG{üŸľ

• GENESISǲȫɈȸɊȝɅɐȩȋɎȗ

• �Ū&(2)	ɋȹɉȒ�Å=xJG{üŸľǮšğȏȯɊȕɐŸľ
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IęĥǰțɎȹɉɎȗüɘ
ɋȹɉȒ�Åü

38



ǉǓą�

�Ǔą�

MD MD

�í�Å
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ɋȹɉȒ�ÅüǮǳǍĢǰȄą�ɏȾȩɎȝɄɊǲɋȹɉȒȇ	?Ǳ=xJG{ȝ

ɀɅɋɐȝɇɎǠǍ�~ƴƺǭɋȹɉȒƴǲ�íȇ�~ǲɊɐɊǭ�ÅǟǣȄ´üǎ

šğȏȯɊȕɐ�ǲɌɐȒɊɀȮȿɁȇŞ<ǠǍñǲ|~Ė­ȇÁŇǡȄǲǱv

GȇĤÆǡȄǎ

GENESISǲɂȌɎïŝǲǵǮǪɏ	?ŸľïȇØIǱ%ĝǭǙȄ

ëƢĹƴ
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ɋȹɉȒ�ÅüǲêŰ
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ɋȹɉȒ�ÅüǱȁȃũ1Ťņ=xǲrǛǲĖ­ȇțɎȹɉɎȗǡȄǝǮǘǭǙǬǓȄ

ÓƠǲMDȝɀɅɋɐȝɇɎ ɋȹɉȒ�Åü

ɋȹɉȒ�Åüǲƨĝ&ɘȤɎȳȖƎǱɈȺɊǠ
Ǧũ1Ťņ=xǲJǙ



A x( ) = A x( )P x( )dx =∫
A x( )e−βV x( ) dx∫
e−βV x( ) dx∫

=
A x( )e−βV x( ) dx∫

Z

ȝȟȩɁǲȾȩɎȝɄɊȏȯɊȕɐȇ V(x)	ǮǡȄǎ
ǝǝǭ xǳ3PxǲȪȒɊȫ�íǎ

A(x)ȇ�í x	Ǳ'zǡȄĔěƮǮǡȄǮǍȝɀɅɋɐȝɇɎǭǳ
A(x)ǲÙ¢,ȇ÷ǽǦǓǝǮǘrǓǎ

β =
1
kBT

41
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=xJG{ü(Molecular	Dynamics;	MD)

=xȝȟȩɁǲGl(ȾȩɎȝɄɊȏȯɊȕɐ)ǱjǫǓ
ǬǍȮɅɐȫɎËĵ�ȇŶǓǬțɎȹɊȇĜ°ǡȄ´ü

țɎȹɊĜ°ü =		ȮɅɐȫɎËĵ� +	ēā

ȿɊșȷƣƱɃɎȩȒɊɌü(Markov	Chain	Monte	Carlo;	MCMC)

~�=�(�ū=�)ȇćǦǡȿɊșȷƣƱǱȁȃțɎȹɊȇĜ°
ǡȄËü

�ŜǮǾǍȏɊȚɐȬªǘ°ȃĺǪǰȂǴ

A x( ) ≈ 1
T

A xt( )
t=1

T

∑

țɎȹɊĜ°ü =		*ŮëƢǲĜ° +	ɂȫɌȾɉȟ@~

42

MDǮMCMC



ȿɊșȷƣƱǮǳǍñǲĖ­ǭ�í x’	ȇǮȄĮęǘǍħCǲĖ­ xǲǻǱ
'zǡȄɊɐɊǭJǛȝȟȩɁǲǝǮ

π x→ x '( )ƩĴĮę ǭźƝǭǙȄ

~�=�(�ū=�)ȇțɎȹɊǡȄȿɊșȷƣƱȇŻŸǭǙȄǗə
ƩĴĮęǘćǦǡǸǙªƎɏŰƅǳǒȄǗə

43
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ĽǕɘžňƯȃZǓȇćǦǣǴţǓ

žňƯȃZǓ P x( )π x→ x '( ) = P x '( )π x '→ x( )
π x '→ x( )
π x→ x '( ) =

P x( )
P x '( )

žňƯȃZǓȇćǦǡƩĴĮęŻŸǲ�Ŭ´üɘɂȫɌȾɉȟü
1. �ĳªQ(x,	x’)	=	Q(x’,	x)ȇćǦǡȁǔǰĮęǭñǲëƢ*Ůȇ$°
2. r	=	P(x’)/P(x)>1ǰȂǴ¨Ǣ*ŮȇVě

r	=	P(x’)/P(x)<1ǰȂǴĮęrǭ*ŮȇVě ǝȅǘžňƯȃZǓȇćǦǡǝǮǳ
�ÐǱĮſǭǙȄ

P x( ) = e−βV x( )∫ dx Z
ZǘȔɄɎȡɊǟȅȄɑ

44
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šğȏȯɊȕɐf�ǧ:;ǠǬǓȄǮǍɌɐȒɊɀȮȿɁǱȫɈȧȹǟȅȄǝǮǭ
œ`ÒƴǘƲǛǰȃǍȝɀɅɋɐȝɇɎÒƴǲĿc8ǭȏɊȚɐȬªǘ°ȃĺǦǰǓ

A x( ) ≠ 1
T

A xt( )
t=1

T

∑
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ɌɐȒɊɀȮȿɁ

ëƢĹƴ
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Ơ�ǲMDǲțɎȹɉɎȗǱǖǜȄaǇĎ



ą�ǲĢǰȄ=xȝȟȩɁǲɋȹɉȒM)ȇǺǮǽǦ[Ò=�ȇ�2ǡȄǎ
YɋȹɉȒƴǱǳĨ�$ĝǳǰǓǲǭǍ[Ò=�ǲ~�=�(�ū=�)ǳOǰȄ¿ǜľ

P x 1( ), x 2( ),..., x M( )( ) = Pm x m( )( )
m=1

M

∏ = e
−β m( )V x m( )( )

Z m( )
m=1

M

∏
)ǏǲɋȹɉȒǱǪǓǬ=xJG{ü(MD)ȇƨĝǠǬțɎȹɉɎȗǡȄǮ
→	[Ò~�(�ū)=�ǱǪǓǬțɎȹɉɎȗǠǬǓȄǝǮǱǰȄ
→	�Ǔą�ǲȫɈȞȎȖȫɉǳ'ĐǮǠǬȫɈȧȹǟȅȄWŝªǘǒȄ

x 1( )

x 2( )

x 3( )
MD MD MDǉǓą�

�Ǔą�

[Ò�ū=�
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ëƢĹƴ
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ą�ɋȹɉȒ�Åüɘą�ǲĢǰȄɋȹɉȒǲ�2



ǉǓą�

�Ǔą�

MD MD

�í�Å
(MCMCĥ)

MDǲƟ
ǭǍMCMCĥǰÒƴĤ�ɊɐɊȇ�2ǡȄǎǦǧǠǍ
*ŮëƢȇÊǦǱĜ°ǡȄǲǭǳǰǛǍɋȹɉȒmǮm+1ǲ�íȇ�ÅǡȄǝǮȇśǕȄǎ
ǝǲǮǙǍɂȫɌȾɉȟüǲ�ÅĮę rǳǍ��ǲȁǔǱÕǜȄ

r =
P x 1( ),..., x m+1( ), x m( ),..., x M( )( )
P x 1( ),..., x m( ), x m+1( ),..., x M( )( ) =

Pm x m+1( )( )Pm+1 x m( )( )
Pm x m( )( )Pm+1 x m+1( )( ) = exp β m+1( ) − β m( )( ) V x m+1( )( )−V x m( )( )( )⎡

⎣
⎤
⎦

¹�ȊɎțɎȸɊǲžňƯȃZǓǳćǦǠǬǓȄǲǭǍ�ū=�ǲțɎȹɉɎȗǱǰǩǬǓȄǎ
)ǏǲɋȹɉȒǲ�óǱĩĦǡȄǮǍ�ÍǉąǱ�ǩǬǍ�ąǱǖȃȄWŝªǘǒȄǎ
ǪǺȃǝǲlZǍȫɈȧȹȇīÒƴǭŞ<ǭǙȄǎ
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ǉąǧǮ�ȇƒǕǿǡǓɑ

x 1( )

x 2( )

x 3( )

ëƢĹƴ
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ȯ
Ɋ
ȕ
ɐ

ɋȹɉȒ�ÅȇMCMCǮǠǬ�2



ą�ɋȹɉȒ�ÅüǲAĎǮðĎ

• AĎ
–øĝĥǭǒȄɘȝȟȩɁǱǪǓǬǲ
CĪƉǰǠ
Ǳ%ǕȄ

• ðĎ
–ȝȟȩɁțȌȠ(PxÈ)ǘsǙǛǰȄǮǍ�Åǆ

�ǘ�ǘȄǦǽǍ¨ŰǮǟȅȄɋȹɉȒÈǘsǙ
ǛǰȄ

48

ą�ɋȹɉȒ�ÅüǲAĎǮðĎ

ŶùüɘǒȄšğ�ǱōǩǬ¹�ȊɎțɎȸɊȇśǕȄ
→ȾȩɎȝɄɊɋȹɉȒ�Åü(REUS)

Y.	Sugita,	A.	Kitao,	and	Y.	Okamoto,	J.	Chem.	Phys. 113,	6042	(2000).
H.	Fukunishi,	O.	Watanabe,	and	S.	Takada,	J.	Chem.	Phys. 116,	9058	(2002).



ǒȄ1ñ/�íy�ǱšğȏȯɊȕɐȲɉȊǘǒȄǮ=ǗǩǬǓȄlZ
ą�ǭǳǰǛǍĢǰȄyƖ�ǲÝŕȾȩɎȝɄɊȇǾǪɋȹɉȒȇ�2ǡȄǎ

6"ĥǱǳǍɋȹɉȒmǱ�ǠǬǍymȇ
§ǮǡȄƄ`ȾȩɎȝɄɊȇ¬~ǡȄɘ

x 1( )

x 2( )

x 3( )
MD MD MD

ȾȩɎȝɄɊ3

ȾȩɎȝɄɊ1 49

yƖ

ȏ
ȯ
Ɋ
ȕ
ɐ

ȾȩɎȝɄɊɋȹɉȒ�Åü(REUS)ɘ
ĢǰȄɋȹɉȒǲ�2

Vm x( ) = V x( ) + 1
2 y x( )−ym( )2 = V x( ) + Um y x( )( )

ȝȟȩɁǲȾȩɎȝɄɊ
ÝŕȾȩɎȝɄɊ

y
3

y
2

y
1



ȾȩɎȝɄɊ3

ȾȩɎȝɄɊ1

MD MD

�í�Å
(MCMCĥ)

CǮ[ìǱǠǬǍɋȹɉȒmǮm+1ǲ�íȇ�ÅǡȄǝǮȇśǕȄǎ

r =
P x 1( ),..., x m+1( ), x m( ),..., x M( )( )
P x 1( ),..., x m( ), x m+1( ),..., x M( )( ) =

Pm x m+1( )( )Pm+1 x m( )( )
Pm x m( )( )Pm+1 x m+1( )( ) = exp β −Um ym+1( )−Um+1 y

m( ) +Um ym( ) +Um+1 y
m+1( )( )⎡

⎣
⎤
⎦

rǳyǲǻǱ'ȄǲǭǍȝȟȩɁțȌȠǘsǙǛǬǾ�Åǆ�ǳ�ǘȂǰǓ
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ÝŕȾȩɎȝɄɊǭ�ȇƒǕȄɑ

x 1( )

x 2( )

x 3( )

ȏ
ȯ
Ɋ
ȕ
ɐ

ɋȹɉȒ�ÅȇMCMCǮǠǬ�2

yƖ y
3

y
2

y
1
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ŌZɏŶƾȇ#�ǾŗȃƜǠǬŌZɃɐȬȇÁŇɑ
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ȕ
ɐ

ȾȩɎȝɄɊɋȹɉȒ�Å(REUS)ǘ¡ǱĺǪlǂ:

ŧDǲŌZɃɐȬǲÁŇ

yƖ=ŧDǲŌZțȌȫǗȂǲƔƾ

yƖǮǠǬǐŧDǲŌZțȌȫǗȂǲƔƾǑȇǮȄǮ
ŌZɃɐȬǲÁŇǱØIǭǒȄǝǮǘįǟȅǬǓȄ

ŌZĖ­

ŶƾĖ­

H.	Kokubo,	T.	Tanaka,	and	Y.	Okamoto,		J.	Chem.	Theory	Comput. 9,	4660	(2013).
H.	Kokubo,	T.	Tanaka,	and	Y.	Okamoto,	J.	Comput.	Chem. 32,	2810	(2011).

We additionally used one of the typical docking software
GLIDE40 for the comparison. The initial structures were
prepared using Protein Preparation Wizard by the default
setting. OPLS2005 force field parameter was used, and the
minimization was performed with the restraints on all the heavy
atoms. The obtained structures were used for the docking
templates. First, we used the SP mode to obtain 20 docking
modes. Second, the obtained 20 modes were further refined by
the XP mode. The binding modes were sorted according to the
XP scores. Both self- and cross- docking were performed. In
self-docking, the receptor conformation binding to the ligand
was used as the docking template, and on the other hand, in
cross-docking the receptor conformation binding to another
ligand was used as the docking template. We confirmed that the
docking software successfully reproduced the experimental
binding modes for self-docking for all the systems, though it
failed in some cases for cross-docking as shown in Figure 10.

■ RESULTS AND DISCUSSION
We performed the REUS simulations of 220−240 ns per replica
for the four protein−ligand systems to predict the ligand
binding structures. The simulation lengths were determined by
examining the time series of the RMSD without translations
and rotations of the ligand at the same umbrella potential. For
example, the correct experimental binding distance from PDB is
7.3 Å in the case of the 2O2U system. Thus, we examined the
time series of RMSD at the umbrella potential with the
midpoint of 7.5 Å. It was found that the binding structures
similar to the experimental ones were found for the first time
after approximately 20 ns. Therefore, we performed 240 ns
simulations for this system in order to check the convergence
for more than 200 ns. The first 20 ns of data was not used for
analysis because the time series of RMSD indicated the

influence by the initial structures in the first 20 ns of the REUS
simulation. In the prospective study, we predict the ligand
binding structure from the global minimum free energy state by
following our prediction protocol described in the Methods
section, where we use the data excluding the initial 20 ns. We
then calculate the RMSD from the predicted binding structure
and can estimate the dependency on the initial structures
similarly.
Figure 3 shows the time series of various quantities that we

obtained from the REUS simulation of 1PMV as a
representative system. Figure 3a shows the time series of the
reaction coordinate (the distance of the ligand from the pocket)
through the umbrella potential exchange for some of the
replicas. We observed that the reaction coordinate oscillated
between the low value (the pocket region) and the high value
(the solvent region) and that sufficient sampling was achieved.
Other replicas behaved similarly.
Figure 3b shows the time series of the values of the

midpoints of the umbrella potentials corresponding to Figure
3a. When the midpoint was large, the reaction coordinate was
large, and when the former was small, so was the latter. There is
a strong correlation between Figures 3a and 3b, as is expected.
The red horizontal lines at 6 Å in Figures 3a and 3b show the
correct binding distances in PDB. When we compare (a) and
(b) in detail, we observe that the actual distances in (a) do not
necessarily follow the midpoints of the umbrella potential in
(b), especially in the case of short distances. This is reasonable
because the ligand has discrete stable regions inside the pocket.
In addition, the fact that a ligand never approaches the distance
of 5.0 Å suggests the steric exclusion. On the other hand, we
observed that ligands at long distances tended to follow the
umbrella potentials very closely for all the systems.

Figure 3. Time series of (a) the reaction coordinate ξ (the distances from the protein pocket), (b) the midpoint of umbrella potential from the
protein pocket, (c) RMSD (in Å) from the correct binding mode (a blue ligand in Figure 6c below), and (d) replica exchange for the third umbrella
potential (k3 = 1.0 kcal/(mol Å2) and d3 = 6.0 Å) obtained from the REUS simulation of the 1PMV system. Time series of replicas 3 (black), 4
(blue), 6 (green), 12 (orange), and 16 (pink) are shown for (a), (b), and (c) as representatives. The bold horizontal red lines at 5.9 Å in (a) and (b)
show the correct binding distance from the PDB.
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We additionally used one of the typical docking software
GLIDE40 for the comparison. The initial structures were
prepared using Protein Preparation Wizard by the default
setting. OPLS2005 force field parameter was used, and the
minimization was performed with the restraints on all the heavy
atoms. The obtained structures were used for the docking
templates. First, we used the SP mode to obtain 20 docking
modes. Second, the obtained 20 modes were further refined by
the XP mode. The binding modes were sorted according to the
XP scores. Both self- and cross- docking were performed. In
self-docking, the receptor conformation binding to the ligand
was used as the docking template, and on the other hand, in
cross-docking the receptor conformation binding to another
ligand was used as the docking template. We confirmed that the
docking software successfully reproduced the experimental
binding modes for self-docking for all the systems, though it
failed in some cases for cross-docking as shown in Figure 10.

■ RESULTS AND DISCUSSION
We performed the REUS simulations of 220−240 ns per replica
for the four protein−ligand systems to predict the ligand
binding structures. The simulation lengths were determined by
examining the time series of the RMSD without translations
and rotations of the ligand at the same umbrella potential. For
example, the correct experimental binding distance from PDB is
7.3 Å in the case of the 2O2U system. Thus, we examined the
time series of RMSD at the umbrella potential with the
midpoint of 7.5 Å. It was found that the binding structures
similar to the experimental ones were found for the first time
after approximately 20 ns. Therefore, we performed 240 ns
simulations for this system in order to check the convergence
for more than 200 ns. The first 20 ns of data was not used for
analysis because the time series of RMSD indicated the

influence by the initial structures in the first 20 ns of the REUS
simulation. In the prospective study, we predict the ligand
binding structure from the global minimum free energy state by
following our prediction protocol described in the Methods
section, where we use the data excluding the initial 20 ns. We
then calculate the RMSD from the predicted binding structure
and can estimate the dependency on the initial structures
similarly.
Figure 3 shows the time series of various quantities that we

obtained from the REUS simulation of 1PMV as a
representative system. Figure 3a shows the time series of the
reaction coordinate (the distance of the ligand from the pocket)
through the umbrella potential exchange for some of the
replicas. We observed that the reaction coordinate oscillated
between the low value (the pocket region) and the high value
(the solvent region) and that sufficient sampling was achieved.
Other replicas behaved similarly.
Figure 3b shows the time series of the values of the

midpoints of the umbrella potentials corresponding to Figure
3a. When the midpoint was large, the reaction coordinate was
large, and when the former was small, so was the latter. There is
a strong correlation between Figures 3a and 3b, as is expected.
The red horizontal lines at 6 Å in Figures 3a and 3b show the
correct binding distances in PDB. When we compare (a) and
(b) in detail, we observe that the actual distances in (a) do not
necessarily follow the midpoints of the umbrella potential in
(b), especially in the case of short distances. This is reasonable
because the ligand has discrete stable regions inside the pocket.
In addition, the fact that a ligand never approaches the distance
of 5.0 Å suggests the steric exclusion. On the other hand, we
observed that ligands at long distances tended to follow the
umbrella potentials very closely for all the systems.

Figure 3. Time series of (a) the reaction coordinate ξ (the distances from the protein pocket), (b) the midpoint of umbrella potential from the
protein pocket, (c) RMSD (in Å) from the correct binding mode (a blue ligand in Figure 6c below), and (d) replica exchange for the third umbrella
potential (k3 = 1.0 kcal/(mol Å2) and d3 = 6.0 Å) obtained from the REUS simulation of the 1PMV system. Time series of replicas 3 (black), 4
(blue), 6 (green), 12 (orange), and 16 (pink) are shown for (a), (b), and (c) as representatives. The bold horizontal red lines at 5.9 Å in (a) and (b)
show the correct binding distance from the PDB.
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independently by different replicas as the REUS simulation
proceeded.
Figure 3d is the time series of replica exchange. The time

series of the replica number at the umbrella potential with the
midpoint distance of 6.0 Å is shown. We see that many replicas
reached the midpoint value of 6.0 Å. These figures show that
the replica-exchange simulations were appropriately performed.
Thus far, we examined how well the REUS simulation worked
in the case of a 1PMV system. We also confirmed that the
REUS simulations were appropriately performed in all other
systems.
In Figure 4, we show typical snapshots from the REUS

simulation for one of the replicas (Replica 12) in the case of the
1PMV system. The ligand approached the pocket from (a) to
(b) with an incorrect ligand orientation that did not fit the
pocket shape very well. We see that the ligand binding mode in
(b) is the configuration that is rotated by 180° from the correct
one in (f). Thus, the ligand gradually moved away from the
pocket in (c) and (d), and it approached the pocket again
through many replica exchanges in (e). However, the ligand
binding structure in (e) looks very different from the correct
binding mode. Both the ligand and the protein pocket changed
the conformations from (e) to (f) and finally found the correct
binding structure in (f). This change of the protein pocket
shape is called an “induced fit.” In (f), we also show the correct
binding structure from PDB by the molecule in blue color,
which is in excellent agreement with the simulation result.
During the process from (a) to (f), we observed large
fluctuations of protein structures, especially for side chains
and loop regions. We observed that the REUS simulation
realized random walks not only in the reaction coordinate space
but also in the conformational space, and they did not get

trapped in one of a huge number of local-minimum-energy
states.
Figure 5 shows the PMF Wλ={0}(ξ) for the four systems that

we examined in this study. Our unit cells of the simulations
were set so that we have a water solvation of at least 10 Å from
the protein edge on each direction. This condition allowed the
reaction coordinates of PMF, namely the distances from the
protein pockets, to range up to about 25 Å, staying within the
unit cells. Thus, roughly speaking, the ranges of the receptor
pockets were about 15 Å. We collected approximately 10 000
ligand structures with the global minimum PMF inside the
pocket for each system. The global−minimum PMF inside the
pocket was also the global minimum PMF over the entire
distance range for (a) 1OVE, (b) 1OZ1, (c) 1PMV, and (d)
2O2U systems. These collected structures were then analyzed
by PCA. The contributions of the sum of the eigenvalues of the
first two principal components to the total were between 48%
and 94% for the four systems, which implies that these principal
components were dominant.
The free energy landscapes of the four systems were analyzed

by applying PCA (see eq 12 in the Methods section) to the
collected structures with the global minimum PMF in Figure 5.
We found only one stable structure, namely, one predicted
binding structure, on the free energy landscape for each ligand
in all of the systems.
Figure 6 compares the predicted binding modes (green) with

the experimental ones (blue) from PDB. It appears that the
predicted binding modes are in excellent agreement with the
experimental binding modes for all the four systems when the
fluctuations of both the protein and the ligand structures are
considered. We quantified the agreements of the predicted
ligand structures with the ones of PDB in Figure 6 in the
following way. We first superimposed the coordinates with

Figure 6. Comparisons of the predicted binding modes by the REUS simulations (green) with the experimental ligand binding modes from PDB
(blue).The figures were created using PyMOL.26
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ǉǓą� or	ȾȩɎȝɄɊ4

�Ǔą� or	ȾȩɎȝɄɊ1

x 1( )

x 2( )

x 3( )

x 4( )

1. (m,	m+1)	Ǯ (m-1,	m)ȇ2ȅƦǓǱǠǬ�ÅȇżǻȄ
2. �ƻǳǍ�íǭǳǰǛą�/ȾȩɎȝɄɊȇ�ÅǠǬǓȄ
ȫɈȞȎȖȫɉǲą�/ȾȩɎȝɄɊǘ�ÅǞǮǱpK
ɆɐȜǘȣɐȫǠǬǍ[�ą�/ȾȩɎȝɄɊǲȪɐȤǱǡȄ¨Ű

GENESISǭǲɋȹɉȒ�Åüǲ�ŭ8�



ňǗǓǝǮȇŷǕǴǍMDǮŊǻZȆǣȄlZǍ�ÅÒǱ
�íǧǜǭǰǛǍơ�ȇǯǔǲȁǔǱUȃ¶ǔǗǾśǕǰǜȅǴǰȂǰǓǎ

žňƯȃZǓǲ�ǱǍȾȩɎȝɄɊȏȯɊȕɐǧǜǭǰǛǍ
ơ�ȇ]ǽǦȱɀɊȫȮȊɎǲ��ǱÕǛǝǮǾǭǙȄǘǍ
�ǘĒƽǱǰȄǮǮǾǱǍ�í+ơ��Åħ£ǲȝȟȩɁǲ|~ªļǱ
ģřǘǒǩǦǎ

ǤǝǭǍSugita	and	Okamoto	(1999)ǳ�ÅǲƻǱǍơ�ȇ

β m( )

β m+1( )

ǺǦǳǤǲƞǲȷȉȖȤɐǭȟȘɐɉɎȗǡȄǝǮȇÄæǠǦǎǝǲȁǔǱ
ǡȅǴǍơ�ǳȔɄɎȡɊǠǬǍɂȫɌȾɉȟǲ�ÅĮę rǳCȻɐȞǲ
ȁǔǱȝɎȹɊǱǰȄǎ

ơ�ǲUȃ¶ǓǱƵǠǬǳǍǝǲ�Ǳ�ÅÒǱȿȖȟȍȎɊɏȽɊȨȿɎ
=�ǗȂțɎȹɉɎȗǡȄ´üļǘÄæǟȅǬǓȄǎ
GENESISǭǳǍȟȘɐɉɎȗǡȄ´üǘ�ŭǟȅǬǓȄǎ
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Y.	Sugita	and	Y.	Okamoto,	Chem.	Phys.	Lett. 314,	141	(1999)

ňǗǰŽɘą�ɋȹɉȒ�ÅüǱǖǜȄ
�ÅÒǲơ�ǲUȃ¶Ǔ
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ą�Eȃ�ǬǲűķȃË

ŋǈĥǰ
�
1. ɋȹɉȒm	Ǯm+1	ǘ�ÅǡȄĮęǳm	Ǳ�ȂǢ�~ǮǰȄą�Eȃ�
ǬǘţǓǎ→	ą�ĹƴȇɈɎȥɁɏȍȐɐȖǡȄȁǔǱǰȄǦǽǎ

2. �ÅĮęǳ0.2�0.3�ƛǘţǓ (ŋǈB)

�ƶą�ǳǍȝȟȩɁǘnȅǰǓǗǪȝɀɅɋɐȝɇɎȊɊȚɉȠɁǘĭŐǠǰǓą�

ȤɎȳȖƎȷȐɐɊȪȋɎȗ T
max

=	600K�ƛ
şȤɎȳȖƎȝɀɅɋɐȝɇɎ T

max
=	400K�ƛ

�ÅĮęɏ�ƶą�ȇjǱǠǬǍɋȹɉȒÈȇù~ǡȄ
ǖ´Ɨǰǲǳ��ǲțɐȲ http://folding.bmc.uu.se/remd/

Pexchange βm ,βm+1( ) = Pm V m( )( )Pm+1 V m+1( )( )min 1,r[ ]dV m( ) dV m+1( )

βm+1
∫

βm
∫


CǱĢǰȄą�ǭ�ÅǰǠǲȝɀɅɋɐȝɇɎȇÿǠǬǍ
Yą�ǭǲȾȩɎȝɄɊȏȯɊȕɐǲ=�ȇ¥Ȅǎ
��ǲ�ȇ%ǩǬ�ÅĮęȇűķǾȄ

�g,+Ů}ǱȁȄƛ� K.	Y.	Sanbonmatsu and	A.	E.	García,	Proteins 46,	225	(2002).
ȓȍȝȊɎǱȁȄƛ� N.	Rathore,	et	al.,	J	Chem Phys 122,	024111	(2005).

ňǗǰŽɘą�ɋȹɉȒ�ÅüǱǖǜȄ
ą�Eȃ�ǬɏɋȹɉȒÈȇu#ǱùǽȄǗə



• ą��~ȊɎțɎȸɊ�qǭǲREMD

– NPTÞ� (GENESISǱ�ŭă)

– NPγTÞ� γT REMD	(GENESISǱ�ŭăǍşȤɎȳȖƎǱØI)

T.	Mori,	J.	Jung,	and	Y.	Sugita,	JCTC	9,	5629	(2013).

• REMDǲȫɈȞȎȖȫɉǲŏŸ9ě

– WHAM,	Parallel	tempering	WHAM	(PTWHAM)ǱȁȄůÈȫɈ

ȞȎȖȫɉȇ%ǩǦ9ě

J.	D.	Chodera,	et	al.,	JCTC 3,	26	(2007).

– Markov	State	ModelǱȁȄlong	time-scale	kinetics«kǲÃ~

N.-V.	Buchete and	G.	Hummer,	Phys.	Rev.	E 77,	030902	(2008).

ňǗǰŽɘɋȹɉȒ�ÅüǱǖǜȄǤǲ�ǲŽǇ
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• MCMCɏɋȹɉȒ�ÅüǲěƆŶƁ
����,	ĶÜòŘ�,		ŸľŏŸ 2	ȿɊșȷƣƱɃɎȩȒ
ɊɌüǮǤǲ^ƙ (ŏŸı{ǲȷɌɎȩȋȊ 12)	�ýÕ�
(2005)

• ɋȹɉȒ�ÅüǲPƆÉ
K.	Hukushima and	K.	Nemoto,	J.	Phys.	Soc.	Jpn. 65,	1604	
(1996).

• ą�ɋȹɉȒ�ÅüǮ=JG{üȇŊǻZȆǣǦƆÉ
Y.	Sugita	and	Y.	Okamoto,	Chem.	Phys.	Lett. 314,	141	(1999)
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WHAM
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• aǇ
–ÝŕȾȩɎȝɄɊǘǗǗǩǦńǲȝɀɅɋɐȝɇ
ɎȪɐȤǗȂǍǯǲȁǔǱǠǬÝŕȾȩɎȝɄɊǰ
ǠǲńǲyƖǱûǩǦšğȏȯɊȕɐpKȇǾǮ
ǽȄǗə

–ĢǰȄÝŕȾȩɎȝɄɊǘǗǗǩǦńǲȪɐȤȇ
ǯǲȁǔǱǠǬŏZǡȄǗə
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ȾȩɎȝɄɊɋȹɉȒ�ÅüǲȪɐȤŶá

Ŷùüɘƭǻ�ǜ(��~�K)ǠǬŏŸÃ~(Ö�Ã~)

→Weighted	Histogram	Analysis	Method	(WHAM)
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Ö�Ã~

ǐŏŸĥïç{ŚĜ°ɃȪɊǱjǫǛȳȤɐɎſƉǑÛ��

Ö�Ã~ǮǳɃȪɊȳɈɂɐȤÃ~üǲǵǮǪǎ
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Ö�Ã~

http://qiita.com/kenmatsu4/items/b28d1b3b3d291d0cc698
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• Ö�Ã~ǲěƆĥªƎ
–čƛÓƥªɘȪɐȤÈǘďƶsǲéƶǭǍÃ~
,ǲȲȌȊȟǳȢɌǱǰȄ

–čƛØIªɘȪɐȤÈǘďƶsǲéƶǭǍÃ~
,ǲȏɈɐ(ȲɉȊɎȟ)ǘÖ�ǱǰȄ
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Ö�Ã~

ǐŏŸĥïç{ŚĜ°ɃȪɊǱjǫǛȳȤɐɎſƉǑÛ��

ŏŸĥǱ.ȅǦȳɈɂɐȤÃ~üǲǵǮǪǭǒȄ
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ÝŕȾȩɎȝɄɊǘǒȄlZǲ��ƵÈ
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Weighted	Histogram	Analysis	Method	(WHAM)

S.	Kumar,	D.	Bouzida,	R.	H.	Swendsen,	P.	A.	Kollman,	and	J.	M.	Rosenberg,

J.	Comput.	Chem. 13,	1011	(1992).

C.	Bartels	and	M.	Karplus,	J.	Comput.	Chem.	18,	1450	(1997).
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